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Who am |7

Timothy Mahoney

Senior Systems Engineer at
Swedish furniture company
you've probably never heard
of..

Splunk Derp Gun co-
presenter

Volunteer Arbiter for RIPE

Former Satellite Engineer




What | do

e Senior Systems Engineer in the Observability
Pipeline Team

e Observability Framework
* OpenTelemetry and OpenTelemetry Collector
 Documentation, Examples, Demos, Labs, Tests

* INGKA Native Clouders program training lab on
O11y and Distributed Tracing



What are we
even talking
about?
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Control Theory

e Control Theory revolves around
AEND

* Observability in the control theory
context is a generalization

* Observability is gaining internal
insight into a system from its
external signals



* |T Operational Observability Signals

Olly in the T

SySte MmSs » Different types of systems use different types of
observability.
context

* The overused "Three Pillars of Observability"
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ACTIVISION.

PITFALL!

VIDEO GAME CARTRIDGE The pitfalls of printf()

* Devs use printf() to write logs
* Common practice
* Syslog or stdout

* Format? Context? Correlation?




* Dev/Ops

O bse rva bl ‘ Ity I n th e  Stateful and Stateless Workloads

e Containerized workloads
age of | Con
I\/l | C rOS e rV| CeS * Microservices trade the simplicity of the application for

the complexity of the system.

::::::::,;‘. _‘"-'i':' Honest Update

o s Arnacd T r-ir\.-{-f
@nhonest_update

We replaced our monolith with micro services so the
every outage could be more like a murder mystery.

1:10 AM - Oct 8, 2015 - Buffer



"Timestamp': 1586960586000, // JSON needs to make a decision about

. // how to represent nanoseconds.
a I n g OgS “"Attributes": {

"http.status_code": 500,
“http.url": "http://example.com",

g re at a ga i n * “"my.custom.application.tag": "hello",
[ ] }’

“"Resource": {

"service.name": “donut_shop",

“service.version": "semver:2.0.0",

"k8s.pod.uid": "1138528c-c36e-11e9-ala7-42010a8008198",
)
. . . "Traceld": "f4dbb3edd765f620", // this is a byte sequence
* Arbitrarily Wide Events // (hex-encoded in JSON)

"SpanId": "43222c2d51a7abe3",

e JSON or ProtoBuf "SeverityText": "INFO",

"SeverityNumber": 9,

e Structured Events

"Body'": "20200415T072306-070@ INFO I like donuts"

 Event driven architecture,

application does its thing poreres”
and emits an event. S
"timestamp" : 1553456417940,
* It as though devs read our T
mindS! Structure your data! ::ii:z;;Te” { '2019-03-24T19:40:17.940Z[UTC]",

tgd™ o 1,
"name" : "main"
}I
"class" : "f48ebb70",
"file" : "ExampleService.scala",
"level" : "trace"
hH
"just_an_arg" : "example",
"@message" : "Argument: justAnArg=example, another arg: jL
"@template" : "Argument: ${just_an_arg}, another arg: ${jL

}




[ Signal ] Product/Artifact




Metrics

Where we started:

* Proprietary metrics in
application monitor and
control suites.

e Metrics field extracted from
log data.

Where we are going:

* Metrics as a telemetry data
type

latency m/s




Metrics
should be...

LOW cardinality data
Gauge

Delta

Histogram

Can have Labels

Can have exemplars

Adding cardinality to metrics
data increases the size and
cost of the timeseries db that
stores metrics.

latency m/s







Traces

* With distributed
applications and
microservices, how can we
find where our application is
spending the most time and
where it is failing”?

Trace

LS
| Telemetry




How do e
traces work?

 Traces inherit a Trace ID
fr.om the Root Span (A) acted trace details

ected trace ID
12696d35cc552a452497bfd232512f X

Spans

* Traces propagate the Trace
ID on to all child spans(B,C,D,E) | showtogs  coLLAPSE AL

0 1000 2000 3000 4000

Vv /cloudtasker/run (3828 ms)

¢ If a req ueSt iS received v /cloudtasker/run (3817.925 ms)
without an y trace information , < cloudtasker/run (3206.933 ms)
a n eW Tra Ce I D iS C rea te d . v BatchCallbackWorker#perform (3191.688 ms)

Vv BatchCallbackWorker.process_batch (3191.624 ms)

PS Th e t ra Ce p ro p aga t i O n i S n Ot v BatchCallbackWorker.process_callback (3010.449 ms)

. . v BatchCallbackWorker.process_callback (1901.243 ms)
| I m Ited by SySte m ° v BatchCallback::Postgres::Default#run (1900.741 ms)
sgl.active_record (315.984 ms)
sql.active_record (83.876 ms)
sql.active_record (117.156 ms)
sql.active_record (183.818 ms)
sql.active_record (130.345 ms)
sql.active_record (93.583 ms)

sql.active_record (300.18
0 1000 2000 3000 4000




"name": "Hello-Greetings",
"context": {

. "trace_id": "0x5b8aa5a2d2c872e8321cf37308d69df2",
| O O k | I ke ? "span_id": "@x5fb397be34d26b51",
]

},

"parent_id": "@x051581bf3ch55c13",
"start_time": "2022-04-29T718:52:58.114304Z2",
"end_time": '2022-04-29T18:52:58.114435Z",

* Important components: “attributes”: {
. . "http.route": "some_routel"
Span Context — serialized and }
propagated, immutable “events": [
. . {
Attributes — key-value pair “name": "hey there!",
metadata "timestamp": "2022-04-29T18:52:58.1145612",
"attributes": {
Events — structured log message "event_attributes": 1
: : : }
Span Links — Link multiple or },
async spans {
“name": "bye now!",
Span Status — OK, Unset, Error "timestamp": "2022-04-29T22:52:58.114561Z",
_ "attributes": {
Span Kind — server, "event_attributes": 1
client, internal, producer, }
consumer ¥

1,




"trace_id": "7bba9f33312b3dbb8b2c2c62bb7abe2d",

"parent_id": )

. "span_id": "086e83747d0e381e",
a IS a "name": "/vl1l/sys/health",

’p "end_time": "2021-10-22 16:04:01.209514132 +0000 UTC",
S pa n . "status_code": "STATUS_CODE_OK",

"status_message": "",
"attributes": {
"net.transport”: "IP.TCP",

® San Metadata: "net.peer.ip": "172.17.0.1",
"net.peer.port”: "51820",
Service “net.host.ip": "10.177.2.152",
“"net.host.port": '"26040",
Operation "http.method": "GET",
“http.target”: "/vl1l/sys/health",
SF)aI1 ID "http.server_name": "mortar-gateway",
“http.route”: "/vl/sys/health",
Parent ID "http.user_agent": "Consul Health Check",
"http.scheme": "http",
Time (Start - End) "http.host": "10.177.2.152:26040",
"http.flavor": "1.1"
Duration }, [
"events"':
Relative Start {
"name": "",

"message": "OK",
"timestamp": ''2021-10-22 16:04:01.209512872 +0000
}

"start_time": "2021-10-22 16:04:01.209458162 +0000 UTC",

uTc"



"We're just
goling to turn
the logs off..."

YOU'RE GOING TO SPAN EVENTS
WHAT?



Trace
propagation,
message
gueues and
databases.




* Trace a build process
 Why does a build take so long?
 What is delaying our deployment?




Signal

"R

Alerts

—

Automated
Action

N

[F'mduttMrtifactJ

Incidents

ODD  coservabiiny

Driven
Deployment

\\J

'R

Automated
Action

—

Motification
Channels

—



Jsing traces to
map services

* Trace baggage can include key value
pairs to map to services, shopping carts,
users, to spans.

* Trace data can be used to map a system
"as-built"

* Many teams have no clue who their
consumers are

ECharts

B staging [ stockcheck-java [ production ([} addtocart-java [} delivery-java

checkout-java ([} frontend-java

. DeliveryController. DeliveryService 268 ms - count: 43 INSERT orders.orders 26 ms - count: 43

.’H'ITP GET 39 ms ~count: 129

fdelivery 365 ms - count: 43

. /checkout 1144 ms - count: 43
-~

2.00
179.48

~
staging
BasicErorControber

43.00
1039.7%

staging
CheckoutControber.

114369

¥
staging
feheckout

v
»[ 25800
87246
& stoging
43.00 HITP GET
189,66
4
staging
faddtocart
A
43.00
nezm

staging
AddincaniCentrole. -

) . frontend 3000
kControl Ierm@: eI 83 B s oM nE%a

. a'addmcarl@mkddlmart(:ﬁmmller.ItoiService 1117 ms - count: 43

. CheckoutController.CheckoutService 1040 ms - count: 43

. HTTP GET 872 ms - count: 258 . Service Node 0 ms - count: 299
. Jstockcheck 452 ms - count: 43 . FrontendController. FrontendServil

43.00
45246

« -
staging
Istockeheck

4300
| 36468

preducsion
fdalvary

84,00
43222

staging
faverory

RRVIEBA.

Node Graph

43.00
41016

staging
StochcheckControl.

4300
268.32

production
DeliveryCentrotard,

86.00
39448

stagng
InwentoryController.|

B ~

/ \v
129.00

{ )

\\17.'-: //
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staging
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4/ 4
[ 200 \

\\]8 33/
production
HTTP GET



Correlating
Signals

Log based Metrics
TracelD in Logs
Span Events

Orphaned Spans

Exemplars

SoIRIN pesed 807

3w pased ueds

rrrrr

Exemplars




—_—
Signal [ Function Product/Artifact
A .

Putting it all
together.

Crphaned

f
."III
/
- Span ___- Span

Events

:I].i:‘la'-u' paSE'CI LlE'dS
Exemplars

* The functions and products
of observability often rely
heavily on metrics

sauja paseq 201

* Metrics, traces and logs are
the most common signals
but Observability in this
context is not limited to
them.

Automated

Errors Action

A&

Str ‘tured E e ts




TEMPLE

Continuous Profiling
External Events
Exceptions

eBPF T

SOMETHING 9]
WRONG!!

STACKTRACE.
OR.
GTFO.

TEMPLE

Pillars are
signals,
not o11y

Traces

Events

Metrics

Profiles

Logs

Exceptions

External events
like autoscaling,
deployments,
drains, feature
flagss




OpenTelemetry

This changes everything
Open Source CNCF Project

Standard for Telemetry
Data

Widely adopted

OTLP Transport
Specification




nstrumentation
ibraries

Libraries and SDKs available from
opentelemetry.io

Kubernetes can auto-inject instrumentation
libraries for Java, Python and Node.JS
applications.

Automagic Instrumentation




Project Maturity

e Current status of metric, log
and tracing support in the
OpenTelemetry collector and
in a number of languages.

* *| cannot guarantee this is
current.. It's close, though.




OpenTelemetry
Collector

* Provided by OpenTelemetry Project
e Contrib with Vendor Specific Exporters
e Collect, Process and Export Telemetry Data

* Observability Pipeline Team offers a vendor
specific contrib




Role of the OpenTelemetry Collector




Sinks

* Where your application sends its telemetry signals.
Examples:
GCP Monitoring
Splunk
Loki
Tempo
e Jaeger

e Zipkin



I'
1 xpo rt
|
|

Fan Out —8 -8

ollect Process

* |Instrument once and send to one or
multiple sinks

* Change only the collector configuration to
send to a new sink

* Multiple supported exporters using the
collector contrib. pipelines:

traces:
receivers: [otlp]
processors: [memory_limiter, resource, batch]
exporters: [logging, googlecloud, otlphttp, sapm]




OpenTelemetry
Collector
Export Protocols

Native OTLP
Jaeger
Zipkin
Splunk
Pub/Sub




The
OpenTelemetry
Collector is not
a protoco
translator

* The general idea is that your telemetry is
transported via OTLP to a tool/sink and not
translated from one contrib protocol to
another.



Cloud Agnostic

* Instrument once, consume anywhere.

* Use the same instrumentation for your application
in different environments.

* Run the same code in Azure, GCP, AliCloud with the
same instrumentation and only change the collector
config to suit your needs.




Graph Everything, Find Nothirg

How do we differentiate
between Monitoring and
Observability?

Hipster
Monitoring

Ask me about my SLOs

O RLY’ I M. Unicorn



| will admit to listening to way too much
O1l1lycast.

Table 9-1. Factors that vary between systems and software

Factor Your systems Your software

Rate of change Package updates (monthly) Repo commits (daily)

Predictability High (stable) Low (many new features)

Value to your business Low (cost center) High (revenue generator)

Number of users Few (internal teams) Many (your customers)

Core concern Is the system or service healthy? (Can each request acquire the resources it needs
for end-to-end execution in a timely and reliable
manner?

Evaluation perspective The system Your customers

Evaluation criteria Low-level kernel and hardware device Variables and API endpoint

drivers
Functional responsibility  Infrastructure operations Software development

Method for understanding Monitoring Observability




Observability is not
the tooling.

* Splunk, Google Monitoring, Grafana, n“E nois “0T SIMPI.Y

and Jaeger are all tools that interpret,

process and act upon observability
data. Just by sending data to them, you
do not have observability.
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Observability
costs money

It's should be part of any service budget.
It takes time to instrument code.
It should be a NFR of any project.

You can easily defend the cost of

your observability data if you

are actively using it and getting value from
it.



Observability gives
value

* How are you even sure your application is
working as expected if you can't observe it?

* If you put the effort into instrumenting your
code, you will be rewarded with a deeper
understanding of how it is working.




Observability
costs money

It's should be part of any service budget.
It takes time to instrument code.
It should be a NFR of any project.

You can easily defend the cost of

your observability data if you

are actively using it and getting value from
it.



Common
Challenges in
Observability

Write once, read never database
Those "l need ALL the data" people
Dashboards as technical debt

"You build it, you run it" team decides to
run own observability stack

"What do you mean this isn't a debugging
tool?"

Trying to solve data or business
observability issues using only application
telemetry.



Reliability
Engineering SRE book is
freely available

Created by
Site Google




Service Level Agreements
Service Level Objectives
Service Level Indicators



Where do

we even
begin?

What metrics can we use to describe
the critical aspects of our service?

Where is the best place to measure
them?

Who is using this service?

What are our Service Level
Indicators?




Metrics: A refresher course in one slide

Delta, Cumulative, Gauge

LETS USE

* Latency e Utilization
* Errors e Saturation
* Traffic * Errors

e Saturation

SREs Four Golden Signals _
System-centric

RED
* Rate
* Error

 Duration

Workload-centric

SZ0Z ‘N9 8ulploH BI3ul @
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So how is looking at
metrics for SLOs
different than just
monitoring?

We don't want to analyze metrics for
every aspect of our service.

We don't need to create a bunch of
special rules and tests based on one-off
scenarios.

We are only interested in the metrics
that make our users happy.

Happy Users
Happy Engineers



Where do | start?

How do we go from a few latency and error
metrics to SLOs?

Metrics are our Service Level Indicators

Specifically chosen and measured at the
closest point to the user.

SZ0Z ‘N9 8ulploH BI3ul @



Google Cloud Platform s anderseniab - s Si m pl ified S LI s

Stackdriver il CREATEMETRIC & CREATEEXPORT ~ C' p
Logging

= Logs

1l Logs-based metrics

GAE Application -‘ stdout, stderr, nginx.re.. = Anyloglevel + (U Lasthour ~  Jumptonow

& Exports

Showing logs from the last hour ending at

0 AM (CST) View Options ~

[=] Resource usage

» 2017-12-15 0 1:23.234 CST GET 302 299 B 124 ms Mozilla/5.. /strain/Ju406/ H
» 2017-12-15 07:43:24.555 CST GET 302 291 B 127 ms Mozilla/5. /gene/Fl0Cl.8/ H
I3 2017-12-15 07:43:25.831 302 291 B 86 ms Mozilla/5.. /gene/F56H6.7/ H
3 2017-12-15 07:43:27.182 CST GET 302 293 B 180 ms Mozilla/5.. /gene/T0SE1l.3/ £
> 2017-12-15 07:46:01.000 CST GET 403 162 B 0 ms AppEngine. /cronmapping H
» 2017-12-15 07:46:41.887 CST GET 200 6.1 KB 425 ms Mozilla/5. /gene/WBGene00021810/

3 2017-12-15 07:46:57.290 CST GET 404 2.37 KB 80 ms Mozilla/5. /data/browser/IV/12237175/12238951/1mh

I 2017-12-15 07:47:

CST GET 200 8.09 KB 832 ms Mozilla/5.. /gene/WBGene00001691/

:39.000 CST [-0.01249, -0.00304, -0.08714, 0.21108, 0.23776, 0.04237, 0.0254, 0.04065, -0.05294, -0.15278, 0.08276, --

SLIis a measurement of performance.

» :39.791 CST GET 200  5.77 KB 1.4 5 Mozilla/5. /report/hta-daB37/daB3l7-mean-norm-ext

» +00.120 CST GET 403 162 B 0 ms AppEngine.. /cronmapping H

» 2017-12-15 07:54:30.586 CST GET 200 5.32 KB 311 ms Mozilla/5.. /gene/WBGene00044364/ H

» 2017-12-15 07:55:04.491 CST GET 200 197.05 KB 159 ms facebooke. /static/img/main/strain map.png H

» 2017-12-15 07:55:04.743 CST GET 200 44.77 KB 147 ms facebooke.. /static/img/main/variant-calling.png H

» 2017-12-15 07:56:00.264 CST GET 403 162 B 0 ms AppEngine. /cronmapping H

» 2017-12-15 07:59:13.461 CST GET 302 289 B 8 ms Firefox 40 /wp-login.php H .

» 2017-12-15 07:59:14.218 CST GET 404  6.76 KB 183 ms Firefox 40 /wp-login.php H L4 Good events VS Total Events by Tlm e

» 2017-12-15 07:159:14.452 CST GET 302 265 B 75 ms Firefox 40 / B

» 2017-12-15 07:59:14.680 CST GET 200 13.68 KB 73 ms Firefox 40 / H

» 2017-12-15 08:01:00.409 CST GET 403 162 B 0 ms AppEngine.. /cronmapping H

LB an-toee setseo-s0 coe (D O N QNN D /emormcemtros 0 ; e 200s vs All Http Requests per Month

» 2017-12-15 08:02:47.000 CST GET 404  2.37 KB 51 ms Mozilla/5. /data/browser/II/12679954/12686713/1nh H

» :00.586 CST GET 403 162 B 0 ms AppEngine. /cronmapping H

» 126.428 CST GET 200  5.58 KB 204 ms Mozilla/5. /gene/tbc-20/ H PY AII eve ntS th at a ren 't 5005 a a inst aI I eve nts
» 2017-12-15 08:07:54.686 CST GET 302 289 B 193 ms Firefox 40 /wp-login.php H g *
» 2017-12-15 08:07:55.000 CST GET 404  6.76 KB 155 ms Firefox 40 /wp-login.php B

» 2017-12-15 08:07:55.430 CST GET 302 265 B 125 ms Firefox 40 / H

» 2017-12-15 08:07:55.693 CST GET 200 13.68 KB 95 ms Firefox 40 / H () M One S ent On Com ute VS GCP bu d et er
» :14.216 CST GET 302 293 B 8 ms Mozilla/5. /robots.txt H y p p g p

» 12-15 08:09:14.225 CST GET 302 285 B 7 ms Mozilla/S. /robots.txt

» 2017-12-15 08:09:14.642 CST GET 404  6.76 KB 76 ms Mozilla/5. /robots.txt

year

3 2017-12-15 08:09:14.766 CST GET 404 6.76 KB 172 ms Mozilla/5.. /robots.txt

>

2 No newer entries found matching current filter.  Load newer logs
<l

G20z "A'g8ulpjoH ej8ul @



Request based SLls

Measured counting atomic units of
service.

Overall performance, but low
granularity.

98%
<100ms

per week

99.9%
query success

per month

72%
http 20x

per sprint

IPIOH BY8ul @
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Windows-based SLlIs

Group performance by time windows and
count good vs bad windows.

95% http 20x responses per 1 minute window

P95 latency metric less than 100ms per 5 minute window

—— | —

EEEEEEEE—— |

—

G20z ‘N9 8ulpjoH e8ul @
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What makes a good SLI?

Metrics:
* Delta or Cumulative for Request Based SLI
* Delta, Cumulative or Gauge for Windowed SLI

* Not high cardinality

Time:

* Hours for alerting

* Weeks for tactical decisions

* Months for strategic decisions

Linear measurement of user happiness.
Percentage

SZ0Z ‘N9 8ulp|oH BI8ul @
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* Maximum amount of time a technical system can fail without

E r rO r B u d gets contractual consequences.

* A measurement of the difference between actual and desired
performance.

* When are users unhappy, when do people notice.



”.......)
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|
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Burn Rate

The rate at which the error budget is consumed.
Make your alerting decisions based on your burn rate.

Clear indication if a problem needs immediate attention, if it
can wait until morning or if it needs to be addressed in the next
sprint.

SZ0Z ‘N9 8ulp|oH BI8ul @
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It all comes down to time.

When describing the reliability of a service,
the key denominator is time. Requests over
time, errors over time, latency over time.

IPIoH BI3Ul @
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Availability and the
mythical nine nines

Available minutes / total minutes

Fundamental layers set the limits of your
reliability.
You can't have 99.999% reliability on a 99.9%

reliable network with a 98% reliable database.

The cost of additional nines is exponential.

SZ0Z ‘N9 8ulp|oH BI8ul @
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Appropriate Reliability

* What is reasonable for our service?
e What timeframe?
* How is our service being used?

* How many resources are we willing to
commit to ensure higher reliability?

 Can we get eyes on a problem in time?

G20z "A'g8ulpjoH ej8ul @
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Service Level Agreements

The "do not cross" line.
SLA should always be lower than your SLO.

If you don't have an SLA, consider setting
SLOs first as a test of what is possible.

Bust your SLA and the fun police get
involved.

G20Z "AN'98ulpjoH &48ul @
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Soft limit

Performance expectation

The r0|e Of d SLO Not a fixed contract

Meant to be revised, reviewed,
updated.

Do you engineer for perfection, or
do you set reasonable expectations?




u
L
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SLOs for Engineers

Do we need to alert the person on call or can
this issue wait?

Do we have room in our error budget to
deploy a major change?

Did that last deploy change our burn rate?

We blew through our error budget, let's do a
blameless post-mortum.

SZ0Z ‘N9 8ulploH BI3ul @
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SLOs for Product Owners

Are we living up to our SLAs?
Do we have room to add more features?

Are we making changes that make the
consumers happy?

SZ0Z ‘N9 8ulploH BI3ul @
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SLOs for Engineering
Managers

Do we have the resources to increase our
SLA?

Are we meeting our SLO goals?

Do we focus on developing new features or
increasing reliability?

Are we burning up on-call time for non-
critical issues?

Do we focus on features or stability in the
next sprint?

G20Z "AN'98ulpjoH &48ul @
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' SLOs in the wild

* Share your SLIs and SLOs to create a reasonable expectation
of service level for your consumers.

data to an APl based on latency and peak request SLIs.
* Communicate service issues to stakeholders.

* Allow teams to understand service issues without having
deep technical knowledge of your service or share all your
telemetry.

‘ ar
- ‘ * Choose a synchronous or asynchronous means of sending

G20Z "AN'98ulpjoH &48ul @
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e
' Time to »
- detect

Time to
mitigate

Monitoring
SLlIs

SLOs

Alert delivery

But my service is feature

driven...

e SLO can be thought of as
acceptable level of risk.

* SLOs can be an integral part
of your DORA metrics.




—_——

s it good enough?



Comparing
SLOs to ITSI




Philosophical
Differences




Design
Differences




Thoughts?




ECharts

B staging [ stockcheck-java ([} production ([} addtocart-java [} delivery-java [} checkout-java [} frontend-java ::aﬁl: ) | In_ﬁ, )

DeliveryController. Dalwer:.rﬁenﬂne 268 ms - count: 43 . INSERT orders.orders 26 ms - count: 43

b yd 4 . faddtoc dimeartCihtroller. ltoiService 1117 ms - count: 43
.‘?-\TrF GET 39 m?r oount: 129

fdelivery 365 ms - count: 43

-+
=

, CheckoutController.CheckoutService 1040 ms - count: 43

Py e
4 B
‘HWP GET 872 ms - count: 258 . Service Mode 0 ms - count: 299
Fa

- ]

4 B
v | T4
.Istn-nk::heck 452 ms - count: 43 . FrontendController. FrnnthdSew& HVigs Mpdss ms - count: 162
oy

fcheckout 1144 ms - count: 43
By T

.’ StockcheckController! e S T T

= o .

rontend 3000 ms - count: 43
5

. Service Mode 0 ms - count: 56
. EaslcErernntmlleﬁ 79 ms Q'munt: 8
Service 5 r:uanth 35%
ervice Mode 0 ms - count: 353
‘ SELECT |n»@mwemmmw5emm 384 ms - cou e




Find out more here:

* https://monitoring.love/community/

e https://communityinviter.com/apps/cloud-native/cncf

* https://opentelemetry.io

 https://info.honeycomb.io/observability-engineering-oreilly-book-
2022

* https://www.heavybit.com/library/podcasts/ol11ycast

* https://sre.google

e https://medium.com/@YuriShkuro/temple-six-pillars-of-
observability-4ac3e3deb40?2



https://monitoring.love/community/
https://communityinviter.com/apps/cloud-native/cncf
Https://opentelemetry.io
https://info.honeycomb.io/observability-engineering-oreilly-book-2022
https://info.honeycomb.io/observability-engineering-oreilly-book-2022
https://www.heavybit.com/library/podcasts/o11ycast
https://sre.google
https://medium.com/@YuriShkuro/temple-six-pillars-of-observability-4ac3e3deb402
https://medium.com/@YuriShkuro/temple-six-pillars-of-observability-4ac3e3deb402

Thanks!

"TRKE THE FIRST STEPS

ON YOUR OBSERVABILITY JQURNEY
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